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Preamble
�is assignment explores two applications for eigenvectors and eigenvalues: (i) the PageRank algorithm and (ii)
solving linear constant-coe�cient second-order ordinary di�erential equations.

In�estions 1 and 2, you will explore using eigenvectors to calculate the ranking of nodes in a directed graph, which
is useful for ranking websites by how important they are, e.g., to show a sorted list of websites based on a search
criterion. �e main problem with ranking websites is that not every website is connected to every other website.1
We are introducing a technique which is the basis for the PageRank-algorithm, which is the main algorithm used
by Google to sort its search results in the 90s and is still in use today. Bryan and Leise [1] describe this algorithm
in more detail and it is a great insight if you are interested in more technical details. Reading this publication is not
necessary to solve the problems in this assignment. However, we have uploaded the publication to �ercus for the
curious.

In �estion 3 we are using eigenvalues and eigenvectors to solve an ordinary di�erential equation (ODE). In that
case, we are using a mass-spring system, representing other mechanics ODEs you will solve in the following terms.

�e PageRank Algorithm
�e PageRank algorithm is an important part of the internal functionality of web search engines. It was established by
Google and its founders Sergey Brin and Larry Page in the 1990s. Its main functionality is based on their publication in
Reference [2]. We present here a key idea behind the PageRank algorithm, which involves eigenvectors, eigenvalues,
and directed graphs. You will work through a small example. In reality, one needs to apply e�cient numerical
algorithms to estimate the PageRank eigenvector.

As an example, the directed graph in Figure 1 represents a small network of four websites. �is graph has 4 nodes,
each representing a website. If a website links to another website, this is shown by a directed edge. For example,
website #1 has two links: one to website #2 and one to website #3. Website #2 also has two links: one to website #3
and one to website #4. We will only consider graphs for which every website links to some other website and no
website links to itself. (Although we encourage the curious to explore such situations once they’ve worked through
�estion 1 and 2.)

1

2

3

4

Figure 1: Directed graph, representing a small network of linked websites.

One ranking strategy would be to use the number of incoming hyperlinks. If lots of other websites are linking to
one website, surely that one website must be very useful and reliable, right? �is strategy is �awed because it can be
easily manipulated by someone who creates lots of spurious websites all with hyperlinks pointing to the one website
they want to boost up in the ranking. When creating a ranking, not all hyperlinks should carry the same weight!

A hyperlink from a low-ranked website should have less of a contribution to a website’s ranking than a hyperlink
from a high-ranked website. Separately, there should be some sort of dilution e�ect: if a website has two hyperlinks
pointing to other websites, those two links should count for more (on the receiving ends) than if the website had ten
hyperlinks pointing to other websites.

1A similar problem would be if you consider a tournament (e.g. a chess tournament), in which not every player is playing against every other
player. How can we now calculate a ranking of the best players if we only have insu�cient data?
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�e PageRank approach encapsulates these three ideas:

• �e rank of a website is the sum of the weights of all incoming hyperlinks.

• �e higher the ranking of a website, the higher the weights are of its outgoing hyperlinks.

• �e more outgoing hyperlinks a website has, the lower the weight each of those hyperlinks has.

With this weighing strategy, we calculate the PageRank for each site as follows: �e PageRank pi of website i is a
positive scalar and is the weighted sum of the PageRanks of all the websites that have hyperlinks pointing to it:

pi =
X

j!i

pj
Nj

(1)

where j ! i denotes there is a hyperlink from site j to site i, pj is the PageRank of website j, and Nj is the total
number of outgoing hyperlinks from site j. For example, to calculate the PageRank of website 2 in Figure 1, there is
one incoming hyperlink from site 1 (which has 2 outgoing links), one from site 3 (which has 3 outgoing links), and
one from site 4 (which has only one outgoing link). And so, the PageRank of p2 is de�ned as

p2 =
1

2
p1 +

1

3
p3 + p4. (2)

In �estion 1, you will �nd the PageRank of every website shown in Figure 1. In �estion 2, you will continue
studying the PageRank model for this network and develop tools that will work for much, much larger networks.

References
[1] K. Bryan and T. Leise, �e $25,000,000,000 Eigenvector: �e Linear Algebra behind Google, SIAM Review, 48:3,

569-581, 2006, [online].

[2] S. Brin and L. Page, �e anatomy of a large-scale hypertextual Web search engine, Computer Networks and ISDN
Systems, 30:1-7, 107-117, 1998.
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�estion 1:

(a) Equation (2) determines the PageRank of node 2. Give the system of PageRank equations for the four nodes
in Figure 1, as de�ned by Equation (1). No justi�cation is required.

(b) Formulate the linear system you found in part (a) as an eigenproblem. Identify the matrixA, the eigenvalue
and the eigenvector. Note: you’ll solve for the eigenvectors in the next part of this question.

(c) Solve the eigenproblem you formulated in part (b). Calculate the PageRank vectorp for the graph in Figure 1.
You will need to use that the components of a PageRank vector must add up to 1.

Pl = 543
The system of equations is : &P = EPI + EPA+ 4

P3=p ,
+ 142

44 = z42+ 543

The linear system is :

(
The matrix A is [ii] in the eigenproblemA
The eigenvector is p = [p] ,

with eigenvalve1
=
1 .

To simplify calculations I'll bring [Alp] to reducedrow eschelon form. to make it easier to solve·

[i] ]

B-R
MPl = 2p3 -2 pu + 2p)

Now we have equations &1
Din = Pzp1-potpy9

and given that P+P2+ P3 + Pe = /15 , we can rewrite

we can solve for , yielding p = [i]
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(d) Which website of the graph in Figure 1 has the highest and which has the lowest PageRank?

(e) �ink about other possible networks. What would be a network that would lead to all four webpages having
the same PageRank? Add the hyperlinks to the �gure below on the le�. What would be a di�erent network
would lead to all four webpages having the same PageRank? Add the hyperlinks to the �gure on the right.
No justi�cation is required.

�ere are more than two possible answers to this question. Please make sure that your hyperlinks are clearly
legible in your scan, including the direction they’re pointing.

4 3

1 2

4 3

1 2

Website) has PageRank 543 = Es Therefore , website I has

Website 2 has PageRank EPIP3tpy=g+sts
the lowest , and website I the

Website 3 has PageRank [PItEp2=sts = Es
highest PageRank . /

Website 4 has Page Rank [P2 +&P3 = Eg + Es:s

I
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�estion 2:
Now that you are more familiar with the eigenproblem from �estion 1, you’re going to study the eigenvalues
and eigenvectors of the matrix A from�estion 1.

(a) ComputeAx where x 2
4R. How is

4X

i=1

(Ax)i related to
4X

i=1

xi?

Assume x is an eigenvector of A with eigenvalue �. What can you say about � and/or x?

(b) Using your computation of Ax where x 2
4R, how is

4X

i=1

|(Ax)i| related to
4X

i=1

|xi|? You will want to use

the triangle inequality: if a, b 2 R then |a+ b|  |a|+ |b|.

If x is an eigenvector of A, what can you say about its eigenvalue �?

The calculation for Ax is : [
[Ax=

The calculation forXi is * x3+*X1 +x3 + xy + 42x/ + (2 +2
+(2x2 + 4243 = X3 + X1 + xy +xz

The calculation for Xi is x1 + x2 + x3 + x.

The two above calculations are related, as the resultof equals thatofAdi /

If x is an eigenvector of A with eigenvalve,
Ax=x , by definition.

If we som both sides,D==· from above
, we're established that

Xi , therefore, This means ( = 0
,

so either 0
,

in otherwee

sum of components of x equal zeo, or T= 1. /

The calculation forAxil is : 1*x3*x1 + 13x3+ xy(+/+2x1 + 12 +2)+(2x2 + 42x3)7(5x3) + (2x
, ( + (5x3) + (xy) + 12X)+ (x2) + 1Xz) + (5x3)

which
, in turn

, equals (x , H + (x2l + (xs) + (xy)

The calculation for il is : (xt(x2)t(3(+xe(x1 + xz + x3 + xy)

The relationship between the two is thatAxi)) =WiHy : )) = (x , +x(+ (3) + (xy)
. More specifically , though,Ax *(xitkalt(valt(xyl= i))

, meaningAxil is less than or equal to ill/

If x is an eigenvector of A with eigenvale hy by definition, Ax= <X.

As well,re knowAikill from above . This can be rewritten asilxil , by
definition

,
and so

, Kililxil , meaning Il--1
.

/

B

↑
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(c) Combining your answer to (a) and (b) what can you say about A’s eigenvalues and eigenvectors?

(d) Using matlab or python or wolframalpha or whatever, what are the eigenvalues of A? Please give the
eigenvalues in order of decreasing magnitude, largest to smallest. Remember, |a + ib| =

p
a2 + b2. Round

to two decimal places. No justi�cation is required.

�1 ⇡ �2 ⇡ �3 ⇡ �4 ⇡

Is A 2
4R4 diagonalizable? Yes No

Is A 2
4C4 diagonalizable? Yes No

(e) Let x 2
4C be a linear combination of the eigenvectors ofA; that is, x = c1x1 + c2x2 + c3x3 + c4x4 where

ci 2 C. What is Ax? What is A2 x? What is A100 x? Your answers should include the symbols �i when
referring to eigenvalues, rather than the approximate values you found for eigenvalues.

As n ! 1, what does An x do, and why?

(f) You have the matrixA and you would like to �nd an approximation of an eigenvector for the eigenvalue 1.
You have access to matlab and python but not to subroutines that compute eigenvalues and eigenvectors.

Playing around, you discover that if you choose a random vector x 2
4R and you compute An x for larger

and larger values of n then An x seems to stop changing (so far as the computer can see). If you call that
computational limit x1, is x1 (approximately) an eigenvector for A with eigenvalue 1?

Yes No

If yes, why? If no, why not?

A has at least one eigenvalve equal to 1
, and all eigenvales satisfy Kil1 . Eigenvectors corresponding to

=1 may have their som equal to zeo
,

but all those corresponding to eigenvalves that aren't I met have

their sum equal to zeo . /

I -0 . 601 + o . 221 : - 0 . 601-0.22 ; 0 . 203

I

Me

If xf 4(yx= (x + (2xz+ (3xz + cyxy / Ax = A(x(x) + (2xz+ (3xy+ (yxy) = xAx) + (2Axz+ (3Axz + cyAxy = ca(x) + (2x2x2 + 13713x3 + (474X4.

Then
, A*

x = A - Ax = A (cix( + (212x2 + 13413x3 + (yxexe) = CTAX( + (2)2Axz +(3x3Axz+ cypyAxy = 17(x ,
+ (272xz + 137333 + C445x4.

Therefore
,
if this proceeds even were times until Al

, because cipi are just constants and Axi = Exi<
A = G+2 + 13

*

x3 + 12 X4
./

As neo
, IAx = I (cxxcix) .

Because Ty from pad have magnitude less than, is

they will act like geometre sequences and C2x2 , Shxs , Gixu + 0 as ne .

However, T = 1
,

and so
,In= 1

.

Theren

In Aux =haxxxx) = x=

All

Yes, because this implies that for large n, Axx
, which follows from the calculations

did in parte . X would be an approximation for the eigenweeter of A, because it associates with the "dominant"

eigenvalve of A , being >
,

because it is implied that Grothx= Gix+x..
As well, " would have to de I , or elseim sx would either bes if I , or would diverge to o if-I

Therefore
, X would be an approximation of the real eigenrestr of A

, with 7= 1.
/
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For the curious: �e linear system in question 1(a) is a small linear system: four equations in four unknowns. Your
immediate reaction upon seeing the system should have been to set up an augmented matrix, do some elementary
row operations, and �nd all solutions. Finding solutions by viewing it as an eigenproblem seems pre�y arti�cial!
And even if you do decide to take the eigenproblem view of things; you can �nd the null space of I � A via row
reduction. So row reduction must be the right approach, right?

For a internet search engine, how big is the matrix A? Its size depends on the number of considered webpages,
which is roughly on the order of tens of billions for a search engine. We do know that the A is very sparse because,
on average, there are fewer than 100 links per webpage pointing to di�erent page. So,A is a sparse matrix of size 10
billion ⇥ 10 billion. �e number of operations needed to transform an n⇥ n matrix to reduced row echelon form is
O(n3). But the number of operations needed to compute Ax once is O(n2). When you have Ax, computing A2x
is a ma�er of computing A(Ax) — this will be another O(n2). Computing Ak x is O(kn2) and so, if k isn’t large,
this will be faster than computing the reduced row echelon form. Using this approach to approximate an eigenvector
for the largest eigenvalue is called power method. It works well as long as the geometric multiplicity of the largest
eigenvalue is 1. �e speed with which it converges has to do with how big the gap is between |�1| and |�2| where �2

is an eigenvalue with “next largest” size. �e bigger |�1| � |�2| is, the faster the power method converges. You can
�nd Python implementations of the power method to calculate the dominant eigenvalue and eigenvector online.

Numerical methods for computing eigenvalues have been an area of active research and continue to be so. �e power
method is a snow�ake on top of an iceberg when it comes to the topic!

A separate question is: what properties of a network ensure that 1 will be an eigenvalue of the matrix A? What
properties ensure that its eigenspace will be one dimensional?
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�estion 3:
�e typical ODEs in mechanics are second-order ODEs, because the acceleration is the second derivative of the
position in respect to time. If the ODEs are linear, they can be reformulated as two linear �rst-order ODEs. If the
ODEs have constant coe�cients and if the forcing is constant, we can solve the system using the methods from
this course.

In this problem, you will will explore solving a second-order ODE which describes a mass-spring system using
the techniques discussed in this course. For the curious: the methods used in this problem work equally well if there
is damping in the system and these methods apply for other oscillatory systems such as RL circuits and RLC circuits.

Consider the following mass-spring system with one mass and two springs:

mk1 k2

q

Figure 2: Mass-spring system with the mass m and two springs of sti�ness k1 and k2.

We will ignore the e�ect of gravity and of friction and we will assume the displacements are small enough that
Hooke’s law applies. Letm be the mass, and k1 and k2 be the spring constants (i.e. the sti�nesses) of the springs.
�e equation of motion for the system in Figure 2 is

mq̈(t) = �k1q(t)� k2q(t) = �(k1 + k2)q(t). (3)

Here, q is the displacement from rest; if the system is at rest then q(t) = 0 for all time t. To understand the force:
a displacement of the mass m in positive q direction result in the le� spring to lengthen, which leads to pulling
in �q direction, and the right spring to compress, which leads to pushing in �q direction.

(a) Using the substitution of x1(t) = q(t) and x2(t) = q̇(t), show that Equation (3) can be expressed as the
following system of two �rst-order ODEs:

ẋ(t) =


ẋ1(t)
ẋ2(t)

�
=


0 1

�
k1+k2

m 0

� 
x1(t)
x2(t)

�
= Ax(t). (4)

Let X. (t) = g(t) , and Xz(t) = g(t) .
Thus

,
X (t)=(t) = Xz(t) , and xn(t) = j(t).

Since Malt) = -(kitkz)g(t) can be newritten as glt)= (kit) g(t) :

xz(t) = j(t)=Hg(t) =-X , (t).

- (k+ kz)
Thus , we have the equations

:

x(t) = Xu(t) and Xz(t) =
m X. (t)

which can be rewritten as x(t) = [i] =Foll = Axces where A = Fi6]
,

as required.
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You will now solve Equation (3), using Equation (4) and the methods introduced in this course.

(b) View A as a complex matrix, rather than a real one, A 2
2C2, and compute the eigenvalues of A from

Equation (4). To keep your computations simple, replace k1+k2 with k (the e�ective spring constant). Your
eigenvalues should be of the form ±i! where ! is a function of k and m. �e expression you will �nd for
! is called the “natural angular frequency” or the “natural frequency”. For the rest of �estion 3, refer to !
rather than to expressions involving k and m.

(c) Compute the eigenvectors for the two complex eigenvalues calculated in �estion 3 (b). Hint: �e eigen-
vectors will be complex as well. You will need to rewrite A so that it no longer involves k and m, only !.

Given equation 4 : X(t) =[fil where A =Eit
To compute the eigenvalues : (A(X) = det(XI - A) = det[ ) = 0

(x)(x)- (-1)(m) = 0

x2 + = 0

x2 = -- -> x = = Fm = it

Since it is given that the eigenvalues should be of the form tiw
,

and X=i
,

it is clear that w=

Thus
,

the eigenvalues of A areiw where w==

From part b, the eigenvalues are in and -iw
,

and from part a, A =Fid] =Ed = Eved]
For X= iw : (XI-A)v = 0 - [inI) = 181

From the system : (iv)V1-Xz = 0 -> Xz = (iv) X ,
@

(w+d

w: Vi + (iv)Vz = 0 -> wV , + ive = 0 -> iVz = -wil -> Vi = iwX = Civ)V · ②

Noticing that equation O and ② both simplify to Un = Civili
,

thus Vi = Liw] by choosing VI = 1.

For XE-iw : (Xcl-A)X = 0 -> I wil = 181
.

From the system: (-iw)V . -Un =0 -> vn =iwXI ③

wal . + ( iw)Vu =0 -> wXi + (i) Xn = 0 -> iwx - -x= 0 -> Ve =iwX,

From B and
,

it can be seen that Ve = Fiw)VI
,

and so ve = Fir] by choosing v I
= 1.

:. The eigenvector corresponding to X1 = in is [iwl ,
and the eigenvector corresponding to x = -in is Fiw)

.
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(d) Using the eigenvalues and eigenvectors you found, what is the general solution, x(t), for the system in
Equation (4)? What is each component, x1(t) and x2(t)? Please keep working with ! rather than k and m.
Also, you want to check your work by checking on a piece of scratch paper that ẋ1(t) = x2(t). �ere’s no need
to present that veri�cation here.

(e) Assume that the mass is initially at rest, q(0) = q0 and q̇(0) = 0. �is determines x(0). What is x(t)? At
this point, we haven’t discussed what it means to have a complex number in the exponent but you do still know
that e0 = 1.

(f) At this point, you have an expression for q(t) that involves i. Use Euler’s formula, ei✓ = cos ✓ + i sin ✓, to
express q(t) in terms of real quantities only. For the curious: you can use these ideas to rewrite the general
solution from part (d) as something involving cos and sin if you assume the initial conditions q(0) = q0 and
q̇(0) = v0.

(g) Check if your found solution for q(t) satis�es the ODE in Equation (3).

Using the eigenvalues x1 = in ,
xn = -iw , and the eigenvectors VI = Liw]

,
Ve = -W] , the

general solution for equation 4 is X(t) = centtin) + GentFind
,

where C andIn are complex constants./
The component Xi(t) = Deint . 1 + Gerint . 1 = peint + creint

and the component Xn(t = Cent . in + CeGiw) = inDeint-in C first.

Thus
,

X. (t) = ceint + creint and Xc(t) = inceint-ineint/

Given that glo) = go and g(d =o : X . (0) = g(o) = ceiwa + ceiw = Geo + Geo = c + C and

Xc(0) = q(0) = 0 = in bein- in fir = ince" - incre = iwG-iwC

Thus ,
Cl + Cz = go and iwC-iwC = 0.

Since iwC-iWC =0-iw(C-G) = 0 -> C = C
,

thus Ci += go can be rewritten as 20 = -C= or 2 = q0 + G=

Thus
,

C = C = &
,

and substituting into x(t) = centtin) + GentFind
, you get x(t)= eint[in] +** Firly

Usingeio =
coscol + isince and glt) = X , (t) = Deint + creint = pint int since = C=

gltt can be rewritten as glt)=(eivt + evint) = (cos(t) +isin(wt) + cos(wt) - isin(wt)) = = (2cos(wt) =

gocoscut).

Thus
, glt) = go cos(wt). /

2

Using q(t) = gocos(wt) , g(t) = - Waosincut) and git) = -w
= gocos(wt) through derivation.

Rewriting equation 3 : Mg(t) = -(kitki)g(t) -> j(t) =-(H - j(t) = -wog(t) ,
since(= w!

To check , substitute glt) = gocoscuts into the rearranged form of equation 3 :

j(t) = - wg(t) = - wi (gocos(w+)) = - w-gocs(wt)
Since this matches the derived form of j(t) = -wigocoscut) ,

the solution satisfies the ODE in equation 3
. //


